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I. Intro and summary

As one of his final acts in office, former President Donald Trump signed Executive Order 13984 (the EO), “Taking Additional Steps To Address the National Emergency With Respect to Significant Malicious Cyber-Enabled Activities.”1 The EO directed the Secretary of Commerce to “propose for notice and comment regulations that require United States IaaS providers to verify the identity of a foreign person that obtains an Account.”2

In its related advanced notice of proposed rulemaking (ANPRM), the U.S. Commerce Department notes that:

...foreign persons obtain or offer for resale IaaS accounts (Accounts) with U.S. IaaS providers, and then use these Accounts to conduct malicious cyber-enabled activities against U.S. interests. Malicious actors then destroy evidence of their prior activities and transition to other services.

This pattern makes it extremely difficult to track and obtain information on foreign malicious cyber actors and their activities in a timely manner, especially if U.S. IaaS providers do not maintain updated information and records of their customers or the lessees and sub-lessees of those customers.3

The rule of law is frustrated when courts and law enforcement are unable to locate those who commit illegal acts. Other legal frictions may arise when the law fails to deter illegal behavior or to offer incentives for firms to adopt socially optimal business practices. These concerns are particularly acute online, because the Internet hosts a large volume of activity from anonymous or otherwise difficult-to-locate users.

The Internet’s ability to facilitate anonymous or pseudonymous communications, of course, also continues a long tradition of anonymous speech being protected under U.S. constitutional law.4 The ANPRM acknowledged this tension when it asks “[c]an the Department implement the requirement to verify a foreign person’s identity... while minimizing the impact on U.S. persons’ opening or using such Accounts, or will the application of the requirements to foreign persons in practice necessitate the application of that requirement across all customers?” But anonymity is just one value among many that must be weighed when crafting regulatory policy—particularly with respect to enforcing criminal law and upholding national security. Thus, even if the EO has some
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2 Id. at Sec. 1.
effect on U.S. business customers, that alone ought not foreclose implementation of effective identity-verification requirements.

Further, it is important to consider how the incentives service providers face align with optimal social policy. In particular, Information as a Service (IaaS) providers may not adequately internalize the social costs that stem from their making anonymous or pseudonymous accounts available to the public. Public policy may be necessary to correct such misalignment. While the EO focuses narrowly on the use of IaaS by foreign actors, there are broader problems associated with the anonymous use of Internet-connected services. As such, the Administration, the U.S. Commerce Department, and Congress should consider broader “know your business customer” (KYBC) requirements.

But while IaaS providers’ potential misalignment of incentives is a proper subject for regulatory and legislative action, policy should be carefully calibrated to encourage compliance with broader criminal and national-security goals, while still permitting the vibrant IaaS industry to continue to thrive. The law must shape incentives such that responsibility to deal with illicit activity is placed where it is appropriate. Overly broad regulatory requirements can become burdensome, accrue more costs than benefits, and ultimately chill entry of new firms.

Thus, as described in more detail below, the EO is correct to require basic identity verification by IaaS providers, subject to some caveats. The goal of these regulations should be to collect the optimal amount of information about bad actors with the least interference in the operations of firms subject to the requirements. Thus, the Department must weigh how much benefit it realistically expects to obtain from any given level of compliance. Notably, the overwhelming number of IaaS accounts will be law-abiding users. The process is thus largely about identifying outliers, and regulatory intervention must be tempered in recognition that IaaS firms are constrained in the degree to which they can assist in furthering legitimate law-enforcement ends.

The requirements ought to be designed to obtain the optimal level of information that law enforcement and courts would need in most, but not all, cases. A minimal set of initial verification requirements, paired with an ongoing obligation to re-verify user identities, ought to resolve most problems associated with anonymous users.

Moreover, it would be highly inadvisable to prescribe specific technological measures that providers must use. Providers should be free to implement what they consider to be appropriate identity-verification systems, so long as those systems elicit the needed information. Relatedly, IaaS providers are bound by the requirements of laws like the EU’s General Data Protection Regulation (GDPR) and therefore need the flexibility to design their systems to comply both with the Department’s final rules as well as various privacy regimes to which they are subject.
II. The law & economics of Internet anonymity

Cybersecurity breaches are not new, but they have received heightened attention as the scope of hackers’ ambitions has grown. In 2020, hackers infiltrated the systems of SolarWind, a developer of software to help firms manage information technology (IT) resources. The hackers infected SolarWind distribution servers with malicious code that was broadcast to more than 18,000 customers. The malicious code allowed the hackers to access infected machines of SolarWind customers, which included both private firms and such federal agencies as the U.S. Department of Homeland Security and the U.S. Treasury Department. Using similar techniques, the hackers were able to compromise other machines outside the SolarWind distribution vector.

Given the scale of attacks like SolarWind, it is appropriate that policymakers seek means to enhance cybersecurity defenses. The scope of potential damage from similar future attacks should be expected to grow as more firms move more business into cloud-hosted environments using IaaS systems. And while there are many aspects to designing policy that encourages adequate cybersecurity, the EO’s focus on the role of online anonymity is surely an important point on which to focus.

Extraordinary effort must be expended for an Internet user to remain fully anonymous. While there are tools designed to maximize anonymity online, computers used to access Internet-connected systems inevitably leave “fingerprints.” Thus, “anonymous” use of the Internet is generally better characterized as “pseudonymous.” Nonetheless, for simplicity’s sake, this comment will refer to such use as “anonymous.”

But precisely because fully anonymous Internet use is unusual, less extreme policy interventions may achieve a great deal of positive effect. Services need not design completely foolproof user-
identification systems, but merely sufficiently good systems such that law enforcement or the courts are reasonably able to locate a potential defendant or suspect.

Nonetheless, it remains the case that when anonymity is combined with easily accessible tools like virtual private networks, proxy servers, and The Onion Network (Tor), it can tend to confound law enforcement. And in addition to the harms that arise from anonymous use of IaaS providers, other related areas of civil and criminal law are complicated by anonymous online activity. Indeed, some of those areas may offer policy lessons for how to approach anonymity in the context of IaaS providers.

One notable example is 8chan, an online forum that allowed users to interact anonymously and that styled itself as among “the Darkest Reaches of the Internet.” 8chan was on several occasions connected to terrorist attacks, which some have attributed, in part, to the platform permitting communications in which users encouraged each other to act out in a horrific manner. In the case of an April 2019 attack on a synagogue in San Diego, for example, the perpetrator allegedly drew inspiration for the attack from 8chan forums and used the site to advertise his actions and garner more attention from likeminded users.

The perpetrator of the San Diego attack also used other services that allow anonymous interaction, such as Pastebin and Mediafire. Similar sites offering free, anonymous filesharing are widely available online. The perpetrator of the Christchurch, New Zealand, terrorist attack also allegedly relied on the 8chan community for support in plotting and carrying out his crime. 8chan shut down briefly and resumed operations as 8kun. It later faced difficulties obtaining a variety of
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17 Id.
infrastructure services after it was allegedly used in efforts to organize the Jan. 6, 2021, riots at the U.S. Capitol.21

Critically, there is no evidence that 8chan, 8kun, or its proprietors purposely cultivated or promoted terrorist activity. But the services were designed to allow the sort of anonymous interaction that may have encouraged the perpetrators of each of the foregoing examples.22

Less dramatically, anonymous services are frequently implicated in the piracy of copyrighted materials by criminal rings.23 In some cases, service providers have explicitly designed their services to provide anonymity for users as a way to defeat ISP compliance with copyright law. For instance, LiquidVPN was sued earlier this year for designing and marketing its service as a “no-log” VPN.24 LiquidVPN promoted its service as enabling use of peer-to-peer networks and pirate-streaming websites with impunity, because the company would be unable to comply with any ISP or rightsholder demands to unmask users.25 Economists Jian Jia and Liad Wagman have similarly noted that choices by platforms like Airbnb to preference user pseudonymity can make it difficult to enforce short-term-rental laws.26

There are other examples of online services, however, that changed their policies when confronted with unlawful activity by anonymous or otherwise difficult-to-locate users. These examples illustrate the value of a nuanced approach to user anonymity online.

In 2020, Mind Geek—a pornography conglomerate that operates sites such as PornHub and YouPorn—lost access to credit-card-processing services from Visa and Mastercard for allegedly allowing child sexual abuse materials (CSAM) to proliferate on its sites.27 In response to the

22 Of course, user anonymity is not the only reason sites like 8chan may become hotbeds for organizing this sort of activity. The site’s lack of moderation is a very important factor. Sites like Twitter and Facebook, with relatively less anonymity than 8chan, would almost certainly see more illicit use of their services but for their massive investments in content moderation. Nonetheless, at the margins, an environment that cultivates maximal anonymity is more likely to provide an environment in which this sort of activity is the norm.
23 For example, in a recent English case, the High Court found that it was legally appropriate to an issue an order to Internet service providers to block operators of “cyberlockers” that are used to anonymously store and share pirated digital media files. Capitol Records, et al. v. British Telecommunications PLC et al., 2021 EWHC 409 para. 25 (2021) (England and Wales High Court Chancery Division), available at https://www.bailii.org/ew/cases/EWHC/Ch/2021/409.html
25 Id.
26 Jian Jia & Liad Wagman, Platform, Anonymity, and Illegal Actors: Evidence of Whac-a-Mole Enforcement from Airbnb, 63 J.L. & ECON. 729, 730 (2020). Importantly, this is not a defense of those short-term-rental laws, which one could reasonably conclude are special-interest protections for hotels and motels that harm consumer welfare. But the answer to bad laws is to repeal them, not to create an indiscriminate loophole that makes good and bad laws alike harder to enforce.
allegations, MindGeek took down a large volume of material, leaving up only that content created by users with verified accounts. Thus, to avoid hosting an unacceptable amount of illegal content, MindGeek adopted a moderation method that would permit user deanonymization.

This makes sense in at least two ways. First, if law enforcement identifies a legitimate target that uploads CSAM, MindGeek can provide information that furthers an investigation. Second, having a policy requiring verified identities deters the marginal user who might otherwise be interested in using MindGeek’s platform to distribute CSAM. That is to say, an identity-verification scheme can make a potential criminal think twice before uploading CSAM.

Amazon was also forced to come to terms with difficult-to-locate merchants that sell on its platform. In *Oberdorf v. Amazon*, a woman lost sight in one eye because of a defective product sold by a third-party merchant on Amazon.com. The seller of the defective merchandise subsequently disappeared. Amazon was ultimately found liable under Pennsylvania products-liability law, because it designed its system in such a way that users could not reliably contact third-party sellers. Although Amazon never publicly announced changes to its services as a response to *Oberdorf*, over the last year or two, it did begin to require more detail and additional steps in its merchant-verification process that would weed out fraudulent sellers. Relatedly, as counterfeit products have become a growing problem for Amazon, it has devoted greater resources to its brands-registry program, which works to validate that third-party merchants are entitled to sell identified brand-name goods.

In the context of Section 230 of the Communications Decency Act, Professor Gus Hurwitz has proposed changes that would make the law’s immunity shield contingent on platform operators’ ability to deanonymize users:

To wit, Section 230’s immunity could be attenuated by an obligation to facilitate the identification of users on that platform, subject to legal process, in proportion to the size and resources available to the platform, the technological feasibility of such identification, the foreseeability of the platform being used to facilitate harmful speech.
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29 See *Oberdorf v. Amazon.com Inc.*, 930 F.3d 136 (3d Cir. 2019).
30 See id. at 142.
31 See id. at 153-54.
or conduct, and the expected importance (as defined from a First Amendment perspective) of speech on that platform.\textsuperscript{35}

The core insight of this proposal—and of the general observation that firms should be required to be able to identify customers when necessary to comply with law-enforcement ends—is that the law is frequently used to assign liability and other obligations on intermediaries when they are least-cost avoiders.\textsuperscript{36} An important goal of the law is to align individual incentives with social welfare such that costly behavior is deterred and individuals are encouraged to take optimal levels of precaution against risks of harm.

Typically, a least-cost avoider incurs some liability as an intermediary for failing to prevent a foreseeable harm; but the same concept applies to imposing additional legal obligations on a firm when those obligations facilitate legal process. In this sense, where the magnitude of harms from anonymous use of IaaS providers is sufficiently large, placing additional legal compliance burdens to adequately verify users can, on net, generate the least overall social cost. In terms of the classic Learned Hand formula, where the probability of a harm (p) times the magnitude of that harm (L) is sufficiently high, and the cost of verification (B) sufficiently low (thus, B < pL), the precaution of requiring user verification is justified.\textsuperscript{37}

The ultimate objective in imposing a deanonymization obligation on service providers is to facilitate the optimal level of law enforcement, while not unduly interfering with the operation of private firms.

\textbf{A. Know your business customer}

Relevant to the questions presented in this ANPRM is how different jurisdictions and scholars have conceptualized and implemented these ideas in the context of “know your business customer” (KYBC) policies. These policies take various forms. Financial services firms, for example, long have faced obligations to obtain and verify certain customer information, in concert with efforts to curb money laundering and other financial crimes.\textsuperscript{38}


\textsuperscript{36} A “least-cost avoider” is a person or other entity involved in a legally relevant situation who is best positioned to deter certain harmful conduct at least overall cost. See Harold Demsetz, When Does the Rule of Liability Matter?, 1 J. OF LEG. STUD. 13, 28 (1972). See generally Ronald Coase, The Problem of Social Cost, 3 J. L. & ECON. 1 (1960).

\textsuperscript{37} See United States v. Carroll Towing Co., 159 F.2d 169 (2d Cir. 1947).

\textsuperscript{38} See, e.g., Customer Due Diligence Requirements for Financial Institutions, 81 FR 29397 (2016) (requiring financial institutions to begin collecting information on the beneficial ownership of corporate entities).
EU governing bodies currently are considering KYBC requirements as a means to mitigate the impediments to law enforcement posed by anonymous users of Internet platforms. Under the EU’s approach, intermediaries would be required to record and verify the identity of their business customers. Thus, platform users would be able to remain generally anonymous to other users, but if they engage in illegal conduct, their identities would be made known to law enforcement. This approach could enable law enforcement to pursue parties responsible for illegal behavior directly, with minimal burden on the platforms and their non-business customers.

The EU proposal has been promoted alongside the use of “known business” registries as a verification mechanism that can provide real contact information to aggrieved parties when harm occurs. Until recently, there has been a paucity of effective global solutions for identity verification due to the absence of available registries and the cost of operating identity-verification systems.

Increasingly, however, new solutions are being made available. Both public and private-sector secure digital identity registries are in development. According to the World Bank, 161 countries now have digital identity systems, although many are very basic. New systems that use distributed-ledger technologies to establish connections with trusted networks of identity-verification providers could dramatically reduce the risk of data breaches by storing information pseudonymously and sharing only limited information. Thus, as the technology to manage identity-verification proliferates, the costs of accessing such technology are likely to fall such that access to the technology does not create a barrier to competition.

III. Conclusion and recommendations

Any rules implemented under the EO should have the goal of being to obtain reasonable compliance, such that as much illegal activity as possible is deterred without unnecessarily burdening
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40 Id. at 54-55
41 Id. at 11
45 Shu Yun Lim, Pascal Tankam Fotsing, Abdullah Almasri, and Omar Musa, Blockchain Technology the Identity Management and Authentication Service Disruptor: A Survey, 8(4-2) INTL J. ADVANCED SCIE. ENGINEERING & INFO. TECH. 1735 (2018), available at https://www.researchgate.net/publication/328919940_Blockchain_Technology_the_Identity_Management_and_Authentication_Service_Disruptor_A_Survey
the firms and their customers. The ANPRM asks whether “commenters believe that the Department should place more emphasis on ongoing customer-due-diligence efforts instead of initial Account creation requirements.”46 Surely, having an initial set-up requirement is important, but so too is some obligation to periodically re-verify customer information.

But the issue is not whether one or the other is more effective, as both are elements of ongoing reasonable behavior. The key question, rather, is how extensive the requirements should be, and how much reliance is placed upon the IaaS providers as a cornerstone of law enforcement. The effort that a provider can put into verifying the identity of its customers will necessarily be limited, while dedicated criminals will find ways around every set of legal obstacles. Thus, the requirements should be designed to obtain the optimal amount of information that law enforcement and courts need in most, but not all, cases. It is likely that a minimal set of requirements and an ongoing obligation to re-verify identities will resolve most problems associated with anonymous users.

The ANPRM asks “[h]ow might a framework for best practices account for the dynamic and ever-evolving threat environment while allowing U.S. IaaS providers to stay agile in their company-specific programs?”47 In general, it would be best to avoid overly prescriptive regulations beyond requirements that providers maintain records sufficient to identify bad actors in most cases. Moreover, it would be highly inadvisable to prescribe specific technological measures or programs that providers must use—the history of the last 20 years demonstrates that technology inevitably moves faster than regulation. Therefore, providers should be free to implement identity-verification systems as they see fit, so long as those systems are capable of eliciting the needed information.

The ANPRM asks ”[s]hould exemptions be granted on a one-time basis, or should such exemptions be time-limited, with an obligation of renewal after a certain period of time?”48 This question centers on how best to design defaults: should we expect that there are classes of business activity that deserve permanent exemption from a default rule that businesses maintain some minimal amount of information on their customers? If the nature of IaaS services is such that the relationship between provider and customer is likely to change in important ways in a relatively short time frame, then exemptions should be appropriately limited. If the Secretary is unsure as to which set of defaults is appropriate, perhaps drawing on lessons from other analogous areas of law and regulation would be useful.

One potentially useful example is the triennial review process for exemptions from Section 1201 of the Digital Millennium Copyright Act overseen by the Librarian of Congress.49 The purpose of that process is to permit users to bypass “technological protection measures” that otherwise are used to

46 ANPRM, supra, note 3 at para. 14.
47 Id. at para. 5(d).
48 Id. at para. 5(a).
protect copyrighted material. Every three years, the Librarian of Congress reconsiders existing exemptions and considers new exemptions. Familiarity with the triennial review process could help to demonstrate the practicality of designing exemptions to the verification rules.

The Department is further interested in thoughts on how to ensure compliance, and when to verify compliance. Specifically, it asks “[w]hat should the Department consider when deciding how compliance with the requirements adopted under Section 1 should be monitored and enforced (i.e., should compliance and enforcement be strictly limited to instances following malicious cyber activities that are traced back to specific U.S. IaaS providers; should the Department implement a voluntary or required proactive suspicious/abnormal Account activity report mechanism to assist in ongoing due diligence; should the Department periodically conduct compliance audits)?” Again, the goal of these regulations should be to achieve optimal information on bad actors with the least amount of interference in the operations of firms subject to the requirements.

This is not just to avoid creating excessive compliance burdens, but to avoid imposing on the Department oversight duties that could quickly become unmanageable, or that degrade into mere security theater in the face of a huge volume of customer accounts at IaaS providers. Indeed, most user accounts on IaaS services will be of no interest at all to the Department, and it is those users who have the most incentive to comply with requirements that they disclose accurate information. So long as subject firms are minimally compliant, determining the sufficiency of their identity-verification activities will inevitably be an ex post procedure.

With that said, encouraging firms to work together, and in conjunction with the Department, to develop a voluntary proactive-monitoring system for suspicious activities on their services is, on the whole, likely to do more good than harm.

Finally, the ANPRM asks about the potential international consequences of imposing these obligations. Relatedly, the ANPRM also asks “how might the European Union General Data Protection Regulation (GDPR), the California Consumer Privacy Act (CCPA), or other relevant data protection and security laws and regulations affect U.S. IaaS providers’ ability to fulfill these record-keeping requirements pursuant to E.O. 13984?”

The Department is correct to acknowledge that compliance with laws like the GDPR could become a major issue for IaaS providers also subject to requirements pursuant to the EO. Indeed, other

50 Id. at slide 4.
51 Id.
52 Note, I am not suggesting the triennial review process as a perfect model to emulate. It certainly has its critics. Instead, if the Secretary is considering a system of exemptions, I merely suggest that reviewing the Library of Congress’s experience with administering a similar exemption scheme may be informative.
53 ANPRM, supra, note 3 at (j)(4).
54 Id. at (j)(3).
55 Id. at (j)(2).
identity-verification systems had to be changed in the wake of the GDPR. For instance, ICANN, the organization that manages the worldwide domain-name system, maintains a form of identity registry called “WHOIS.” The WHOIS information on domain owners can be used, among other things, in service of process when the websites operating under the domain name are involved in illegal activity. Currently, the WHOIS information that domain-name providers collect ranges from accurate and capable of identifying parties when necessary to anonymized, such that it is difficult to serve legal process on the owner of the domain.

After the GDPR was passed, however, it became more difficult to access WHOIS information. In response to the GDPR, ICANN adopted the “Temporary Specification for gTLD Registration Data”—which, among other things, ensures that ICANN’s WHOIS database complies with the GDPR. In essence, GDPR compliance entails redacting from easy public access any personally identifiable information of domain owners. This adds additional burdens on courts and law-enforcement officials seeking to unmask domain owners potentially engaged in criminal activity.

For the purposes of this ANRPM, it is important that firms are allowed to shape their identity-verification systems in ways that comply with the GDPR. This further underscores the above-noted need to refrain from prescribing specific technological requirements or methods, but instead to focus on the goal of enabling sufficient access to customer information when legally necessary.

Notwithstanding the above caveats, the Department is pursuing a sound policy by instituting KYBC requirements on IaaS providers. Ultimately, the question is not whether to adopt such a policy, but how best to do so. Understanding that no system will be perfect, and that the vast amount of IaaS providers’ customer relationships should continue relatively unburdened, the Department’s final rules should capture most bad actors by relying on obligations to supply minimal, but sufficient, user information.
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